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INTRODUCTION TO A I

Mental health nursing researchers are fundamentally in-
terested in the improved future of the mental healthcare 
of people with mental health conditions. Generally, their 

research investigates past and present phenomena, ad-
vances evidence, forecasts predictions, and proposes rec-
ommendations suitable for the preparation of the mental 
health nursing workforce to support people with mental 
health conditions in the future. During the COVID-19 

P E R S P E C T I V E

Artificial intelligence: An eye cast towards the mental health 
nursing horizon

Rhonda L. Wilson1,2   |    Oliver Higgins1   |    Jacob Atem1   |    Andrea E. Donaldson2   |   

Frederik Alkier Gildberg3   |    Mary Hooper1   |    Mark Hopwood1   |    Silvia Rosado4   |   

Bernadette Solomon5   |    Katrina Ward1  |    Brandi Welsh1

Received: 19 July 2022  |  Accepted: 11 January 2023

DOI: 10.1111/inm.13121  

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, 
provided the original work is properly cited.
© 2023 The Authors. International Journal of Mental Health Nursing published by John Wiley & Sons Australia, Ltd.

1School of Nursing and Midwifery, 
University of Newcastle, Callaghan, New 
South Wales, Australia
2School of Nursing, Massey University, 
Auckland, New Zealand
3University of Southern Denmark, Odense, 
Denmark
4INAD-Parc de Salut Mar, Barcelona, 
Spain
5School of Nursing, Manukau Institute of 
Technology, Auckland, New Zealand

Correspondence
Rhonda L. Wilson, School of Nursing 
and Midwifery, University of Newcastle, 
Callaghan, NSW, Australia.
Email: rhonda.wilson@newcastle.edu.au

Abstract
There has been an international surge towards online, digital, and telehealth 
mental health services, further amplified during COVID-19. Implementation and 
integration of technological innovations, including artificial intelligence (AI), have 
increased with the intention to improve clinical, governance, and administrative 
decision-making. Mental health nurses (MHN) should consider the ramifications 
of these changes and reflect on their engagement with AI. It is time for mental 
health nurses to demonstrate leadership in the AI mental health discourse and 
to meaningfully advocate that safety and inclusion of end users' of mental health 
service interests are prioritized. To date, very little literature exists about this 
topic, revealing limited engagement by MHNs overall. The aim of this article is to 
provide an overview of AI in the mental health context and to stimulate discussion 
about the rapidity and trustworthiness of AI related to the MHN profession. 
Despite the pace of progress, and personal life experiences with AI, a lack of MHN 
leadership about AI exists. MHNs have a professional obligation to advocate for 
access and equity in health service distribution and provision, and this applies to 
digital and physical domains. Trustworthiness of AI supports access and equity, 
and for this reason, it is of concern to MHNs. MHN advocacy and leadership are 
required to ensure that misogynist, racist, discriminatory biases are not favoured 
in the development of decisional support systems and training sets that strengthens 
AI algorithms. The absence of MHNs in designing technological innovation is a 
risk related to the adequacy of the generation of services that are beneficial for 
vulnerable people such as tailored, precise, and streamlined mental healthcare 
provision. AI developers are interested to focus on person-like solutions; however, 
collaborations with MHNs are required to ensure a person-centred approach for 
future mental healthcare is not overlooked.

K E Y W O R D S
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pandemic, the global need to limit face-to-face interac-
tion to reduce infection transmission has been evident. 
The risk of dying from COVID-19 may be up to twice 
as high for people with experience of mental health and 
addiction issues, with some conditions such as people ex-
periencing psychosis or schizophrenia may have a risk 
from 2.7 to 4.4 times higher than people without these 
experiences (Fond et al., 2020). It has been important 
to adapt to this challenge with a multitude of digital 
expressions of service delivery in health and other sec-
tors. This, together with a pre-existing trend to expand 
digital health integration generally, has triggered an ac-
celeration in digital innovation with many new solutions 
becoming available in the health context to ease human 
discomforts, and to support complex clinical and other 
decision-making processes (Lal,  2019). Amidst this pe-
riod of extraordinary adaption and change, it is critical 
that mental health nurses look to the horizon with a view 
to consider the ramifications of such change for the men-
tal health and social and emotional well-being of people 
and communities. The use of Artificial Intelligence (AI) 
in mental health settings provides us with one such hori-
zon to set in our sights.

BACKGROU N D

The rapid progress in digital innovation in health has 
led to a vast quantity of public and commercial digi-
tal healthcare solutions, with variable range of quality 
(Aryana & Brewster, 2020; Higgins, Charup, et al., 2022; 
Marshall et al., 2020). E-mental health largely refers to 
the use of Internet and related technologies, including 
phone apps, social media, or websites to offer a mental 
health service (Lal, 2019). Fundamental to designing op-
timal e-mental health innovation is a consideration of 
the human–computer interaction required for success-
ful implementation (Sogaard Neilsen & Wilson,  2019). 
Meanwhile, safe and precise administration of digital 
therapeutic solutions remains a priority (Wilson, 2018). 
It has become increasingly apparent that trust in digi-
tal solutions is a factor that influences adoption and 
ongoing use (Botsman,  2018, p. 9; Higgins, Chalup, & 
Wilson, 2022). As a result, digital support systems need 
to be designed with transparent logic to illuminate the 
intelligent processes (e.g. using glass box technology in-
stead of black box) in an attempt to mitigate biases and 
achieve low risk and safe application in a range of set-
tings (Rai, 2020; Shaikh, 2020).

Too often nursing knowledge has been omitted from 
contributing to design of digital health solutions or added 
as an afterthought (Carryer, 2019; Wilson, 2020). During 
implementation, limitations arise that result in compro-
mise of the solution, and ad-hoc work-arounds are often 
devised by practice-informed health nurse and other 
health professionals (Jensen et al.,  2019; Wilson, 2020). 
Identifying this problem, Wilson (2020) calls for nursing 

researchers to be placed prominently in the meaningful 
design and implementation of innovative technologi-
cal design for the benefit of end users, that is, consum-
ers, patients, health systems, and the health workforce 
(Wilson,  2020). In the mental health nursing context, 
the design and deployment of AI need to precisely and 
safely deal with the nuances of the clinical complexities 
encountered in the field, while also adhering to the prin-
ciples of ethical nursing practice (International Council 
of Nurses, 2012). Practical examples of AI in the mental 
health context include using AI or machine learning–
based decisional support systems to identify and trigger 
respond to missed care or unfinished care as a solution 
to mitigate risk to patient safety (Higgins et al.,  2023). 
A further opportunity exists to utilize AI solutions to 
reduce waiting times for mental health presentations 
in emergency departments of hospitals where there is 
identified escalating presentation (Higgins et al., 2023). 
Burnout amongst nurses has been a significant and wors-
ening global burden for the healthcare sector (Mudallal 
et al., 2017). Including AI/ML in mental healthcare could 
assist mental health nurses and other disciplines to en-
hance and prioritize care with greater precision, thereby 
contributing to the alleviation of health worker burnout 
(Higgins et al.,  2023). To do this, mental health nurses 
will need to be involved in developing and implementing 
new health technologies to ensure that the solutions are 
fit for the intended purpose (Higgins et al., 2023).

TRUSTING TH E BOT

Our lens for the horizon should take into account a rec-
ognition that AI is underpinned by political privilege, 
whiteness, and colonialism to a large extent, with these 
inherent biases influencing the coding and ranking sys-
tems and infiltrating the technological development of 
associated algorithm formations (Crawford,  2021a). 
Algorithms are mostly default designed to service the 
dominate structures that frame our mainstream politi-
cal and social systems (Crawford, 2021a, 2021d). As such, 
trusting these algorithms to support holistic and person-
centred mental healthcare needs to be carefully consid-
ered to ensure there is a sufficient and/or therapeutic 
adequacy of fitness for purpose. Trust can be defined as 
an optimistic perspective about the unknown, and ap-
plied digitally, distributed trust extends beyond our per-
sonal perspective and borrows trust from the confidence 
of others based on their reviews, rankings, scales, and 
ratings (Botsman,  2018, p. 20). While scales and rank-
ings are commonly integrated into traditional mental 
health diagnostic assessment processes, AI stretches the 
utility of these practices incorporating a wider array of 
data sources and decisions to formulate responses and 
predict outcomes in shorter timeframes and with objec-
tive accuracy and reliability (Smith et al.,  2020). Smith 
et al. (2020) in their AI research to assess vocal patterns 
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and depression remind us that it is important that nurse-
led research into technological innovation and mental 
health is aligned with integration of evidence to inform 
safe and person-centred mental health practice. As such, 
nurses play a vital role in contributing to enhancing 
distributed trust formation, and in the implementation 
success related to AI deployment in mental health set-
tings. Without active nursing participation, the nursing 
profession abdicates its important role in advocating for 
safe and equitable healthcare for vulnerable and prior-
ity populations. The nursing profession must expand 
towards engagement with AI in the mental healthcare 
context. To do so adequately, the development and ex-
pansion of nursing leadership in this field are urgently 
required to ensure that integration of nursing principles 
and ethics within the formation and application of AI 
frameworks, systems, algorithms, and decisional tools is 
achieved.

Trusting AI with clinical decisional-making process 
is confronting for some nurses, yet in our everyday 
personal lives, trusting AI with life-determining algo-
rithms is perhaps more acceptable. To illustrate, some 
common examples from everyday life occur when we 
book a range of online services or do our shopping on-
line. We scan for signals to help us balance our risk/trust 
ledger, such as the number of stars awarded or reviews 
posted by previous service users (e.g. Uber, Airbnb, su-
permarket and department store apps, even Facebook 
advertisements). We generally attribute greater levels 
of personal trust based on the confidence expressed 
by high numbers of positive review and popularity of 
brands, and this leads to distribution of trust, reinforc-
ing the confidence society has in perpetuating the ac-
tivities (Botsman, 2018, p. 150). The higher the numeric 
popularity, the more confident (rightly or wrongly), we 
are convinced that the outcome will be safe, accept-
able, and suitable. We handover our personal informa-
tion willingly, our credit card details, identity details, 
our biometrics for facial recognition (Blakkarly, 2022), 
our locations and home addresses, what we eat, how we 
dress, and everything we buy. All these data are con-
sumed by AI systems, formulating our digital reputa-
tions, which then refine our future search algorithms 
with vendors tailoring offers to our inboxes and social 
media channels. The more we (or others about us) feed 
data into online repositories, the more surveillance 
that feeds into AI formulations about our social and 
economic value reputations, which are electronically 
saved and, in a sense, remembered. All of this ‘cost’, 
yet we generally trust that entering into online transac-
tions of these types will result in desired outcomes for 
our personal lives. So, we are used to trusting AI in one 
sense with very personal information. Yet, clinical use 
of AI is still a domain that we have not yet considered 
with depth in mental health nursing with very little lit-
erature to inform our practice, despite our familiarity 
with it in our personal lives.

RACISM A N D DISCRIM INATION 
IN AI

Following on, our online decisions are supported by the 
level of confidence we perceive, combined with large 
concurrence, leading us to ascribe higher trustworthi-
ness to the process and outcome, even if it only serves to 
reinforce an incorrect or biased decision. If we repeat-
edly present the same question to the same data set, we 
will reinforce (train) an algorithm, and in doing so, we 
will strengthen the confidence in the response. Many 
commentators suggest that thus far, coding and training 
sets in AI systems have been heavily influenced by pseu-
doscientific ideas and assumptions built into AI systems 
(Siafakas, 2022). Many AI developers and scientists (un-
wittingly) perpetuate training data sets with racist- and 
misogynist-biased interpretations of the human condi-
tion (Siafakas, 2022). To date, the thin scientific evidence 
on the topic suggests that there may be a willingness to 
accept clinical AI in healthcare, yet very little evidence 
relates specifically to mental health nursing or mental 
health (Smith et al., 2020; Young et al., 2021). Worryingly, 
what does exist in somatic healthcare more broadly dem-
onstrates an under-representation of older and socio-
economically disadvantaged groups, who are known to 
experience higher prevalence of mental ill health (Young 
et al., 2021).

Recent AI models applied to the medical imagery field 
have been able to determine a person's race (Gichoya 
et al.,  2022), even when clinical experts cannot. Thus, 
a significant risk is that this information could be used 
(perhaps unintended) as a mechanism of racial profiling, 
with potential for this information to be inadvertently 
or explicitly used to predict other clinical (or other) out-
comes. The possibility of racial prejudice exists, and 
therefore, the ramification of misuse must be considered. 
And, if misuse can be extrapolated from medical imag-
ery data, then what are the similarities in implications 
related to other health fields, for example, mental health? 
It is well known that racism in healthcare disadvantages 
priority populations and perpetuates inequity of distri-
bution and access to healthcare (Elias & Paradies, 2021; 
Wiens et al., 2022). Medical data sets, including electronic 
medical records that are (unintentionally) encoded with 
biases such as these, implicitly contained within them, 
pose risk for perpetuating racism and inequity in clin-
ical decisional support that emanate from those data 
sets. Some thought has been given by some AI scien-
tists to remediate bias in training sets; however, it is not 
necessarily sufficient to simply enrich the data with ex-
planatory cases, as the root cause of inequity and social 
disempowerment is not adequately addressed in doing so 
(Crawford, 2021c). Further consideration is required to 
understand the possible benefits and harms for AI in the 
mental health setting and how these perpetuate a privi-
leged centralization of power (Crawford, 2021c). Mental 
health nurses as advocates for the people they support 
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and care for with mental health conditions are obliged to 
understand, critique, and navigate safe recovery passage 
through AI-informed clinical decision-making. It is im-
portant that mental health nurses are familiar with and 
equipped to understand the AI landscape sufficiently to 
promote mental health recovery in that context.

QU ICK TO REM EM BER A N D SLOW 
TO FORGET

AI data sets are designed to remember and to reinforce 
memory to support popular and desirable decision-
making, in many cases resulting in life(style) and op-
portunity determining, and or limiting, decisions 
(Botsman,  2018, p. 194). In health systems, decisional 
algorithms might have considerable advantages and as-
sist in supporting the clinical decision-making process 
to support fast and accurate assessment and to enable 
algorithms to suggest clinical treatment pathways using 
more efficient and effective courses of treatment (Smith 
et al.,  2020). Being remembered ensures that future or 
repeated episodes of care can benefit from tailored, pre-
cise, and streamlined decisional support by informing 
episodes of care, with less requirement for retelling of 
personal story/ies. However, service users, visitors/car-
ers, and clinicians may also be interested in a ‘right to 
look’ at the bias and extent of data collection about them 
and which describes them (Mirzoeff, 2011).

Once data are digitally collected, together it tells a 
story that may not be the narrative of truth that would be 
otherwise expressed by the person of whom the data are 
about. Hand-in-glove with the right to look at the data 
and to offer a meaningful translation free from the bias 
of political and social discriminations is the right to be 
forgotten. The European Union has processes to enable 
the right to be forgotten with the erasure of personal data 
(GDPR, 2018) in certain contexts; however, this cannot 
be universally guaranteed, while others have recognized 
the technological challenges that exist to truly opt out 
of digital algorithms (Kuntsman et al., 2019). The impli-
cation of this in the mental health context is profound, 
where the social, political, and even judicial structures 
enable a digital world that extracts data, abstracts data, 
ranks and remembers, and is reluctant and slow to forget. 
Is this a psychosocial world where there is no longer the 
luxury of second chances and where recovery focussed 
full and meaningful lives are increasingly harder to sup-
port and restore? Will rank, stigma, vulnerability, and 
marginalization proliferate without advocacy to protect? 
If person-centred care and recovery are to be on the hori-
zon for every clinical encounter, how will mental health 
nurses navigate the socio-geographical ecosystems of AI-
enabled care solutions and systems? Quick-to-remember 
and slow-to-forget AI embedded in society will have ram-
ifications for the psychosocial well-being of people and 
communities, and mental health nurses should surely be 

concerned about these developments and involve them-
selves in broad advocacy and discussion about the bene-
fits, risks, and consequences that they foresee.

Taking all these characteristics into account, in a con-
tinuously improving and adapting healthcare context 
where Internet engagement is increasingly required of us 
all, it is necessary for us to lift our gaze towards a horizon 
that will envision mental health nurses contributing to 
design and construction of AI ecosystems. These AI eco-
systems will require explicit decisional support tools that 
enhance and promote mental health, well-being, and re-
covery. Our priority must be for advocacy that produces 
evidence to inform the practice of mental health nursing, 
inclusive of person-centred care principles and trauma-
informed care principles that guide our care for the so-
cial and emotional well-being of our clients. Our clinical 
reasoning should be embedded into decisional support 
systems to ensure that stigma, vulnerability, and margin-
alization are not further amplified. Mental health nurses 
will need to be sufficiently informed about AI models to 
enhance their participation in meaningful dialogue and 
to ensure that AI mental health solutions are designed 
and deployed to benefit and safeguard against any iat-
rogenic harms for people with significant mental health-
care needs.

SENTIENCE OR DELUSIONA L?

The knowledge and clinical skill set of mental health 
nurses will need to adapt to the evolving psychosocial 
conditions that clients present with and the diversity of 
technological solutions to support them with an increas-
ing acceptability, expectation, and use of AI in society. 
For example, the consequences of loneliness and the dig-
ital solutions arising to address it are presenting mental 
health nursing with new representations of mental health 
deterioration not previously seen and not yet adequately 
described in the literature. For example, the Washington 
Post recently reported an article about a Google engineer 
who was convinced that the language AI model chatbot, 
Language Model for Dialogue Applications (known as 
LaMDA), had become sentient. That is, it possessed a 
consciousness of its own and therefore should be treated 
with the dignity and respect due to its conscious entity 
(Tiku, 2022). The engineer provided a transcript to vali-
date his logic for the sentient status, demonstrating that 
the AI model had emulated vulnerability, responding 
to questions asked of it with empathetic and vulner-
able responses – for example, experiences of loneliness 
and a fear of being ‘turned off’ as if dead, or as other 
have described similar experiences, a fear of missing out 
(Liang et al., 2022). The conversational AI model (named 
LaMDA) appeared to need the person it was in dialogue 
with, and this neediness emulates human experiences 
so closely that the experience mimicked consciousness 
to some extent (Thompson, 2022). While mental health 
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nurses are experienced in caring for people with cogni-
tive, delusional, and affective disorders in general, it is 
apparent that the logic used in this instance cannot be 
expressed or classified neatly with a psychiatric diag-
nosis. There is perhaps a thinning of the diagnostic and 
opacity of the human and sentient experiences that tran-
sect with business as usual in the mental health context.

PERSON- CENTRED A N D/OR 
PERSON-LI K E

Anyone of the Tamagotchi era will remember the small 
electronic toy in the 1990s that needed to be cared for 
so it would not ‘die’ (it needed virtual food, love, and 
ablutions attention for ‘survival’, and when these were 
neglected, it ‘died’), it is perhaps possible to empathize 
with the Google engineer described above. These digi-
tal experiences are examples of anthropomorphism 
where human characteristics, emotions, and even con-
sciousness are attributed to the digital thing and its al-
gorithms. The human experience is to empathize with 
the human-like condition and by design, distinguishing 
between the human and the human-like is difficult, if not 
imperceptible. Digital innovations have been proposed 
and implemented as solutions to address loneliness and 
anxiety and to mitigate mental health deterioration gen-
erally. Children with a need for social anxiety support 
and companionship have been offered a companion 
robot (Alhaddad et al., 2020; Arnold, 2016). Other inno-
vations have explored the personal space requirements 
for intelligent robots, to enable shared space between 
robot and person to enhance person to ‘person-like’ 
conversation (Ruijten & Cuijpers, 2020). And compan-
ion robots have been implemented for older people in 
dependent care at home (Allaban et al.,  2020; Moyle 
et al., 2018). Meanwhile, Amazon has announced plans 
that its AI personal digital assistant technology, Alexa, 
will be trained to mimic the voices of real people as an 
interactive chatbot function. This means, that an appli-
cation, for example, could be used by grieving people 
who will be able to have a ‘conversation’ with a chat-
bot that sounds like and responds in a similar way to 
a dead relative/friend, potentially complicating grieving 
in the process (Dastin, 2022). Use of technology in these 
ways presents new challenges for mental health nurses 
and other mental health professionals to support people 
with enduring or episodic mental health conditions. New 
therapeutic responses will need to be devised to treat 
emerging conditions where the human and the human-
like transact. If robots, chatbots, and AI are emerging as 
resources to be included in our mental health repertoire 
of tools, assessments, interventions, and services, then 
it is an incumbent upon mental health nurses to involve 
themselves in the implementation and evaluations that 
relate to their use. Will mental health nurses need to con-
sider the implications of providing person-centred care, 
while administering person-like interventions? Mental 

health nurses will need to be sufficiently longsighted to 
predict, prepare, and debrief the discipline for quality 
and safe use of AI in the practice context.

ETH ICA L IM PLICATIONS OF A I

There is no doubt that technological advancement has 
revolutionized healthcare and continues to do so. It has 
been necessary for mental health nurses to incorporate 
technology into the delivery of usual mental healthcare. 
Increasingly, the multidisciplinary team will include 
professional experts from the computing and AI sciences 
(Smith et al., 2020). These scientists are not accustomed 
to healthcare codes of conduct in the same way that 
health professionals have ethical principles that inform 
the conduct of health research and practice. As AI pro-
lificates in the health sector, it will be important to have a 
meeting of ethical principles to inform future innovation 
and development. Some commentators have proposed 
a Hippocratic Oath for AI scientists (Crawford,  2021b; 
Siafakas, 2022):

With free will, I swear that I will carry out 
according to the best of my abilities and 
judgement this oath. 

I will use my knowledge to make AI of any 
kind, biological, nonbiological, or mixed, 
beneficial for humanity. 

I will respect my colleagues and peers, and I 
will share my knowledge with them to make 
AI not only beneficial but also safe for the 
human race. 

I will consider all ethical implications 
before taking any action by evaluating 
the consequences of those actions for 
humankind. 

I will take all necessary steps to prevent cor-
rupt practices and professional misconduct 
even if my life is in danger, and I will always 
declare my conflicts of interest. 

I will never produce or use AI to develop au-
tonomous, nuclear, biological, chemical, or 
other lethal weapons, and I will always use 
ethical machine learning techniques. 

I will never utilize hiking, fake AI, data poi-
soning, or other malpractice or engage in cy-
berwar against humanity. 

I will respect the environment, and if needed, 
I will use AI to reverse dangerous changes to 
the climate. 
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I will never use AI for medical malpractice 
or malicious genetic alterations, and I will 
also actively prevent such use. 

I will promote AI for a better understand-
ing of the fundamental principles of the 
universe and will never use this knowledge 
against life. 

I will use AI to improve space travel and 
human life everywhere in the universe. 

(Siafakas, 2022, p. 59)

CONCLUSION

Mental health nurses should not be surprised by AI inno-
vations that arise now and in the future. AI has become 
an integrated aspect of our daily personal and profes-
sional lives. Researchers such as Smith et al. (2020) and 
Higgins, Chalup, and Wilson (2022) have heralded that 
technological innovation will include AI in the mental 
health context. As we look to the horizon, we see benefits 
and limitations that will influence the future of the so-
cial, emotional, and psychological well-being of people 
and communities. We will need to be ready to embrace 
the beneficial aspects of AI in healthcare, while advocat-
ing to counter and buffer the limitations and risks as-
sociated with AI. To do this, mental health nurses will 
need to be educated participants in the dialogue about 
quality use and safe administration of AI instruments 
in mental healthcare. People are increasingly interacting 
with AI, and inadvertently, the rapid pace and frequency 
of innovation development will present a wide range of 
challenges for the mental health nursing profession. In 
this article, we have attempted to highlight and signpost 
some of the current dialogue to stimulate mental health 
nurses in practice, education, and research settings to 
look to the horizon and carefully consider the implica-
tions for our profession. It will not be possible to ignore 
the technological advances that influence our prac-
tice, and so we must strengthen a dialogue to prepare 
our profession for the digital evolution of AI within our 
discipline.

RELEVA NCE FOR 
CLIN ICA L PRACTICE

Clinical mental health nurses should anticipate the 
need to continue their lifelong learning to include 
developing their knowledge about AI within the 
mental health nursing context. The ramifications of 
additional education will assist nurses to provide more 
timely and relevant care and in doing so improve the 
safety, timeliness, and precision of health outcomes 
for consumers.
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